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ABSTRACT

CAM is a user interface toolkit that allows a camera-
equipped mobile phone to interact with paper documents. It
is designed to automate inefficient, paper-intensive informa-
tion processes in the developing world. In this paper we pre-
sent a usability evaluation of an application built using CAM
for collecting data from microfinance groups in rural India.
This application serves an important and immediate need
in the microfinance industry. Our quantitative results show
that the user interface is efficient, accurate and can quickly
be learned by rural users. The results were competitive with
an equivalent PC-based Ul. Qualitatively, the interface was
found easy to use by almost all users. This shows that, with
a properly designed user interface, mobile phones can be a
preferred platform for many rural computing applications.
Voice feedback and numeric data entry were particularly
well-received by users. We are conducting a pilot of this
application with 400 microfinance groups in India.
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ACM Classification Keywords
H5.2. Information interfaces and presentation (e.g., HCI):
User Interfaces.

INTRODUCTION

Microfinance is the provision of financial services to poor,
disadvantaged and under-served communities. Including ser-
vices such as loans, savings and insurance, microfinance
is an effective tool for enabling sustainable local socio-
economic development. One of the biggest challenges facing
microfinance service providers, particularly in rural areas
of the developing world, is implementing a Management
Information System (MIS) that can interface with a large
number of clients across a region with unreliable physical
infrastructure (communication, power, transport, etc.) [14].
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Mobile phones have been cited as the most likely modern
digital tool to support economic development in under-
developed regions [18]. As shown in the example of Grameen
Phone [2], if a phone is shared by a group of people,
it can be afforded by even the poorest communities. For
rural computing applications, a mobile phone has inherent
advantages over a PC in terms of cost, portability and
familiarity to users.

Previously, we conducted a design experiment with mi-
crofinance groups in rural India [17]. We observed that
paper plays an important role in group record-keeping.
We demonstrated that a user interface based on graphical
icons, voice feedback in the local language, and numeric
data entry was well-suited for rural users that were new
to computing and who may be functionally illiterate. We
have implemented these guidelines in CAM, a mobile phone
user interface toolkit designed to automate inefficient, paper-
intensive information processes in India and elsewhere in the
rural developing world [15].

In this paper we present an instantiation and usability eva-
luation of CAM for a specific application — collecting data
from rural microfinance groups in India. Mobile user interfa-
ces are frequently cited as less usable than PC interfaces due
to their limited screen size and input capabilities [1]. Our
quantitative results show that a CAM-based user interface
is efficient, accurate, can quickly be learned by rural users,
and is competitive with an equivalent web-based Ul on a
PC. Qualitatively, CAM was described as easy to use by
almost all users. This justifies our design and shows that,
with a properly designed user interface, mobile phones can
be a viable platform for many rural computing applications.
Based on this successful evaluation, we are planning a pilot
implementation of CAM with 400 microfinance groups near
Madurai, Tamil Nadu, India.

THE CAM INTERFACE

CAM is a user interface toolkit that allows a camera-
equipped mobile phone to interact with paper documents
containing visual codes — two-dimensional data glyphs that
can be recognized and decoded from a camera image [21].
Visual codes serve as references to interactive multimedia
functions — allowing the user to enter data, review values
and communicate with a remote database. CAM is designed
to link inefficient, paper-intensive processes to online infor-
mation systems.
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Figure 1. The CamBrowser application. The current value for the field
is displayed beside the visual code.

CamBrowser

The CAM client application is called the CamBrowser, and
has been implemented for phones based on Nokia’s Series
60 platform. CamBrowser acts like a virtual window and
one-button mouse for paper documents. A phone’s physical
interface is limited to a small screen, a 12-button numeric
keypad and some soft-keys. By recognizing visual codes
using the phone’s camera, this interface can be extended to a
nearly infinite number of widgets situated in the real world.
For code recognition we are using the software developed by
Rohs and Gfeller [21]. We have re-packaged the recognition
functionality and compiled it as a stand-alone library.

Other researchers have presented a rich set of interactions
made possible by tilting, rotating and translating the camera
relative to an individual visual code [22]. However, it also
has been observed that most of these interactions were not
accessible to novice users [25]. In CAM, we have simplified
the interaction to two primitives. The user scans codes by
moving the viewfinder over visual codes in real time, or
clicks codes by taking a high-resolution image using the
joystick button. Our aim was to design a simple and intuitive
interaction model with well-defined affordances between
actions.

CamForms

CamForms are paper documents containing visual codes.
An example CamForm is shown in Figure 2. CamForms are
organized in the following canonical sections:

e Header — The user begins interacting with a form by
clicking on the header (located at the top of Figure 2). The
header visual codes identify the form type and instance
to the CamBrowser. Depending on the form, the browser
may then automatically display a sequence of dialogs for
transcribing the hand-written values using the keypad (as
in the shortcut code discussed later in this paper).

e Input Codes — Input codes are like HTML input tags.
They are co-located with form fields (located in the
middle of the form in Figure 2). When the user scans an
input code, the current value is shown on the screen. This
can either be what the user had entered, or the result of
some calculation. To edit the field, the user clicks on the

associated code, which brings up a dialog window. When
a set of input codes is clicked together, their respective
dialogs are displayed in sequence.

e Buttons — Once the user has transcribed all of the form
fields, the user can submit the data to the server. To do this
the user clicks on the Submit button, seen at the bottom of
Figure 2. The second button is for refreshing the displayed
data from the server, and the third is for deleting the
database record corresponding to this form instance.

CamsShell

CamShell is the API used to specify interaction with vi-
sual codes. Each visual code invokes a distinct callback
function when it is clicked or scanned. These functions
are programmed in a XML-based scripting language that
includes support for function calls, control flow, arithmetic
and basic datatypes [24]. Each callback contains a number
of sequential actions, some of which may be executed
conditionally. This can be used for data validation. For a scan
callback, the value returned by the function is displayed on
the screen. This is used to display the value entered for a
field, the result of some calculation or the name of the form
or button. An example callback function is shown below:

<function name="u_click" paranms="paranl">

seq = input_int("Please input FormID");

if (!seq) return false;

uri = "http://abc. com rel oad. php?"
."seq=". seq;

return http_get(uri);
</ function>

CamShell provides an API for accessing the mobile phone’s
features. Example API functions include launching a user
dialog, recording an audio clip, saving an image, making an
HTTP request or sending an SMS message. Every action can
be accompanied by voice and graphical prompts. By using
audio, images and numeric data entry, CAM applications can
be localized even if the phone’s operating system does not
support the target language.

APPLICATION BACKGROUND

In this section we introduce the target application — collec-
ting data from Self-help Groups (SHGs). SHGs are a kind
of autonomous microfinance group prevalent in India. There
are estimated to be more than 1 million SHGs in India, with
a total membership of more than 15 million (90% of whom
are women). This constitutes one of the largest and fastest
growing microfinance activities in the world.

SHGs are supported by Self-Help Group Promoting Insti-
tutions (SHPIs). While most SHPIs are non-profit Non-
Governmental Organizations (NGOs), some are government
agencies, commercial banks, farmers cooperatives, or even
private individuals. SHPIs employ field staff to form and
train groups. Field staff are recruited from villages and rural
areas near the districts where they will work. They usually
have at least a partial high school education and are paid a
small salary or commission per group.
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Figure 2. An example CamForm, showing the three sections the user
interacts with.

An SHG consists of between 10-20 members. While the
education level and affluence of members varies by group,
most are very poor and minimally educated or literate (if
at all). SHGs accumulate pools of money through their
own savings. Eventually they can also access loans from
banks and other commercial institutions. This money is
redistributed within the group as loans, to be repaid with
interest at regularly scheduled group meetings.

Mature SHGs are expected to document their own meetings
and manage their internal accounts and lending. If none of
the members is capable, a local educated person or school-
going child is enlisted as the SHG accountant. However,
most SHGs are still not able to produce financial statements
and lending reports. They have inadequate accounting con-
trols and systems for monitoring risk in the loan portfolio.
Embezzlement, loan delinquency and mis-management are
common. Therefore banks and other lenders find it difficult
to assess SHGs’ stability and financial history when consi-
dering loan applications.

Even for field staff with a basic education, the current
accounting and documentation processes are onerous. For
the past two years we have been working with a NGO
based in Tamil Nadu, India to make the SHGs’ paper-based
accounting processes simpler and easier to learn. Even using
this simplified system, it has taken over six months to train
field staff to produce basic reports and statements. These are
still inconsistently prepared, and errors are frequent.

If we handle accounting and report preparation automati-
cally, it would dramatically reduce the workload of field
staff, and improve the efficiency and transparency of SHGs.
Currently, very few SHPIs have succeeded in computerizing
at the SHG level. We have developed an application using
CAM for collecting data from SHGs. We are planning a
pilot of this application in partnership with the same NGO

in Tamil Nadu. Field staff will be equipped with a mobile
phone to record member-level transactions. CamForms will
be printed in bulk and physically distributed to field staff
and groups. Transactions will be entered on the phone using
the CamBrowser application, at the time of the meeting, or
afterward from the paper records. This data will be posted to
an on-line server via an SMS message. The resulting reports
and financial statements will be printed from a secure access
point, or faxed from the NGO head office to the field office,
from where they will be picked up by the group or delivered
by the staff. These reports will be used by the group for
monitoring their portfolio and applying for loans and other
services. Less common documentation requiring textual data
entry (such as registering a new group or submitting a group
loan application) will be faxed to the head office, where the
data will be entered by a trained local language data entry
operator. If the image resolution is sufficient, we can use the
mobile phone camera to transfer these documents.

USABILITY TESTING

In this section we present a usability evaluation of CAM
as a mobile user interface for capturing SHG records. The
results will help us determine whether CAM meets the
performance, accuracy and accessibility requirements for
this application. We also compare the CAM interface to
web-based data entry on a PC. While we do not expect
CAM to be more efficient, we can determine if it is a
viable alternative given the phone’s other advantages in cost,
portability and familiarity.

The quantitative experiment consisted of a set of timed
user trials measuring the speed and accuracy of data entry
using CAM. Ease of learning and recall were assessed by
repeating the experiment over a period of four days, followed
by another test five to twelve days later. Qualitative data
was collected on the basis of self-report questionnaires, spot
polls, informal feedback, and direct observation.

User Group

The subjects in our user study were the staff from two NGO
field offices that are participating in the pilot. All of the
subjects were educated rural women from the Indian state
of Tamil Nadu. In the Pulvoikarai field office, the education
ranged from 8th to 12th grade completion, with an average of
9.7 years of education. In the Natham field office, the women
averaged 11.9 years of education. A group of Computer
Science graduate students were tested in Seattle, WA as a
benchmark for experienced technology users.

Group Users AvgAge AvgEduc. M F
Pulvoikarai | 6 27.8 9.7 0 6
Natham 8 224 119 0 8
Seattle 9 26.6 18+ 5 4

Table 1. Basic demographics for each of the user groups.

While all of the Tamil Nadu users were literate and could
perform arithmetic, they had very little technology exposure.
Some had participated in our earlier experiments [17]. In
Natham, a few had been using drawing applications on a



recently purchased office computer. This had conferred the
important skill of using the mouse. In Pulvoikarai only one
of the women had previous PC experience. All had used
phones before, either mobile or landline. All of the staff used
calculators for their current accounting tasks.

Task Description

The task we evaluated was recording the payments made by
one group member during a meeting. Following accounting
convention, this transaction was recorded as a group receipt.
The design of the receipt is shown in Figure 2 (translated
to English from Tamil). The receipt includes input codes
for the Date, Member ID, Savings, Interest and Principal
Repayment amounts. The Total is auto-calculated and dis-
played upon scanning. Buttons are included for submitting
or reloading the data from the database or for voiding the
transaction.

We measured the execution time and error rate for entering
and submitting four receipts in sequence. We used a Nokia
model 6600 phone running the CamBrowser application.
The paper receipts were pre-populated with written values
for each field. The user had to capture an image of the
header plus each of the input codes — either together or in
sequence. Each input code brought up a prompt to enter the
value of the field. The prompts were displayed in Tamil (as a
bitmap since the phone did not have a Tamil font installed),
accompanied by Tamil audio indicating the name of the
field. The data entry was all numeric (member identity was
recorded as a numeric ID). After entering all the values, the
user captured the “‘Submit’ code to post the transaction to
the web server. For the purpose of this experiment, the web
server was running on a laptop connected to the phone via a
bluetooth connection.

The use of the application was explained and demonstrated
to each of the users on the first day, after which they were
given up to ten minutes to practice. On subsequent days
the practice period was limited to 2-3 practice trials. After
the task, the data on the server was reviewed to determine
if there had been any errors. Each database value different
from what was written on the paper form was considered
one error. Execution time was measured by an observer with
a stopwatch, from when the user focused the phone camera
on the form until when the data for the fourth receipt had
been received by the server.

To compare these results to PC-based data entry, each user
performed the same task using a similarly designed web
form. This test was conducted using a Sony Vaio laptop
with an attached USB mouse. The same receipts and written
values were used. The user had to enter one more three-digit
value — the sequence number of the particular receipt
instance (embedded within the visual code in the header
for the CAM version). When the user submitted the form,
the data was posted to a server running on the same laptop.
The order of the two variations was counter-balanced and
randomized. The test was repeated each day for four days
(three for the Seattle users).
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Figure 3. Graph showing average execution time (per receipt) on each
day for the basic variations. CAM performance is comparable to the
WEB for Tamil Nadu users. The standard deviation was high on the
first day, especially in Pulvoikarai (73 sec. for CAM, 72 for WEB), but
then stabilized (7-11 sec. by the last day for all conditions).

Efficiency and Learnability

Figure 3 shows that CAM was learned effectively by all
user groups within a three day period. In Pulvoikarai, CAM
performed equally well to the Web alternative. In Natham,
CAM performed only slightly worse (averaging 10% to 12%
slower). In neither case was the last-day difference statisti-
cally significant. In contrast, the Seattle users performed the
task much faster with the Web variation (p<0.001). Partly
this was because they used the Tab key to switch between
form fields and pressed Return to activate the ‘Submit’
button. The Tamil Nadu users were not aware of these
shortcuts.

This was significant, as some of them had difficulty using the
mouse and the mobile phone camera as targeting devices.
They often had trouble quickly accessing the desired field.
Shortcuts like the Tab key can speed up data entry when the
random access functionality of a general purpose interface
is not needed. We introduced a similar shortcut to the CAM
receipt, in the form of a visual code button linked to a
callback function that iterated through all of the required
data entry prompts and actions (this code can be seen in the
top right of Figure 2). This optimized for the common case
when the user wants to enter the data for the form and submit
as fast as possible.

We developed another variation where the phone was placed
in a cradle on top of a wooden box, with the camera looking
through a hole at the document inside (see Figure 4). This
was a prototype of a kiosk or ATM version of the application,
where the mobile phone is part of a larger installation with
the capacity to store receipts and money. From a usability
perspective, this further reduced the motor control problem,
by placing the paper at a fixed distance from the camera,
and removing the phone from the user’s potentially unsteady
hand. A holder for a flashlight was included inside the box
to improve the clarity of the captured image.

With the Natham user group, we tested all three of the new
variations (Web, after telling users to use the TAB key;



Figure 4. The BOX variation was a major improvement for users that
had trouble with fine motor control. It fixed the paper document at the
correct distance from the camera and stabilized the phone.

CAM, after introduction of the shortcut CODE; and CAM,
using both the shortcut code and the BOX), at the same time
as the earlier protocol, counter-balanced and randomized
with the earlier variations. The results are in Figure 5.

All of the shortcuts led to improvements in average exe-
cution time - both first and last day performance were
significantly improved for the CODE and BOX variations
(p<0.005). The variance was also reduced. The first day
standard deviation was 4.6 seconds for the BOX variation,
6.9 seconds for the CODE variation and 14.9 seconds for
the regular CAM variation. By the fourth day these were
reduced to 2.4 seconds for both the CODE and BOX, and
7.2 seconds for CAM. The BOX variation was slightly faster
than CODE on the first day, but the difference was not
significant. The last day average was between 32 and 33
seconds per receipt for all three new variations.

To show that these improvements were applicable to the
less-educated Pulvoikarai group, we tested these variations
on the fourth day of their protocol. They averaged 36
seconds for the CODE variation, 39 seconds for the BOX
and 42 seconds for the web using the TAB key. Again, the
shortcut code was a significant improvement over the basic
CAM variation (p<0.05).

Error Rate

On each receipt a total of five values were entered — the
Date, the Member ID, the Savings amount and the Interest
and Principal repayments. The error rate was defined as the
percentage of these values stored in the database that did not
match the value written on the receipt. As Table 2 shows,
the observed error rates were 1% or below for each of the
conditions. The two Tamil Nadu groups made more errors
than their Seattle counterparts.

Memorizability

To evaluate the memorizability of this interface, a follow-up
test was conducted five to twelve days later without interve-
ning use of either application. Table 3 shows that except for
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Figure 5. Graph showing average execution time (per receipt) for
all variations conducted with the Natham group. The new variations
improved efficiency and speed of learning. Standard deviations were
reduced for the BOX and CODE conditions, starting at 5-7 sec. and
reaching 2 sec. by the last day.

the Pulvoikarai group, the difference between the last test in
the first set of trials (day 3 or 4) and the repetition test (5-12
days later) was less than 5% for all conditions. In Pulvoikarai
the difference could have been more due to the longer time
interval, but even there the difference was not extreme.

Qualitative Survey

On the last day of the protocol users were asked to complete
a short survey asking them to rate on a 1-5 Likert scale
(5 being very easy) how easy it was to perform various
actions using each interface. From the results in Table 4,
it is clear that both the CAM and WEB interfaces were
considered easy to master by almost all users. None found
either interface difficult or very difficult.

Group Variation Error Rate
Pul CAM 0.5%
Pul WEB 0.6%
Nat CAM 1.0%
Nat WEB 0.6%

Nat WEB-TAB 0.8%
Nat CAM-CODE | 0.6%
Nat CAM-BOX 0.6%
Sea CAM 0.0%
Sea WEB 0.1%

Table 2. Error rate of the variations.

Group Variation Last Repetition Interval
Pul CAM 46sec. 49 sec. 12 days
Pul WEB 45sec. 52 sec. 12 days
Nat CAM 44 sec. 42 sec. 8 days
Nat WEB 38sec. 38sec. 8 days
Nat WEB-TAB 33sec. 33sec. 8 days
Nat CAM-CODE | 33sec. 34 sec. 8 days
Nat CAM-BOX | 33sec. 34sec. 8 days
Sea CAM 35sec. 37 sec. 5 days
Sea WEB 19sec. 18sec. 5 days

Table 3. Memorizability of the variations.



Group Variation | Very Easy Easy Medium
Pulvoikarai CAM 6 0

Natham CAM 2

Seattle CAM 5

TOTAL |1

Pulvoikarai WEB 6

Natham WEB 5
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Table 4. Number of respondents rating ease of use of each interface on
a 1-5 Likert scale. None found either interface difficult or very difficult.

Other Tests
We conducted the following experiments after completion of
the basic protocols described thus far.

Audio

To assess the importance of the voice prompts, we tested
versions of the CAM interface without audio (text-only),
without text (audio-only), and with both text and audio
(normal). This experiment was conducted with 13 users
from the Pulvoikarai and Natham groups. The order of
the variations was counter-balanced and randomized. The
shortcut code was included.

The text-only variation was slightly faster on average, maybe
because users did not always wait for the voice prompt be-
fore entering a value, but the difference was not statistically
significant. In fact, users unanimously preferred the audio
accompaniment — some users even mentioned that the text
was not necessary. The removal of audio was disconcerting,
particularly after five days of using CAM with audio. This is
reflected in the higher error rate for the text-only condition.

Variation Exec. Time Error Rate
Audio-only 32 sec. 0.0%
Text-only 29 sec. 2.2%
Audio and Text | 32 sec. 0.0%

Table 5. Execution times and error rates for the audio variations.

CAM without the Camera

After introducing the CODE variation, we decided it would
be possible to develop a version of CAM that did not require
the camera. We replaced the shortcut code with a prompt
that asked the user to enter the form ID and visual code ID
directly. This would trigger the callback and start the correct
interaction sequence for each form.

We tested this variation with the Pulvoikarai users. The users
were asked to enter a 2-digit value for the form ID, and then
a 6-digit value including the visual code 1D and the sequence
number of the particular form instance (embedded earlier
in the header). These values were printed on the receipt for
ready reference. The results are shown in Table 6.

The additional data entry had a significant impact on the
execution time (p<.001). The impact would have been
greater if we had asked users to enter an IP address or

file name to access the correct form instance. As most of
the programmable smart phones that run the CamBrowser
application have a built-in camera, at present there is no re-
ason to consider this alternative. However, in the future, this
technique could be used for smart phones that do not have
a camera. By printing the form and visual code 1Ds directly
on the forms, we can maintain a strong linkage between the
paper document and the digital process. Entering a numeric
ID is more convenient on a phone keypad than entering a
textual URL or traversing a menu structure. Designers at
Nokia have cited inflation of menu items as a prime usability
concern when adding features to mobile devices [12].

Variation Avg. Exec. Time Error Rate
CAM w/ Camera | 35 sec. 0.0%
CAM w/o Camera | 49 sec. 0.0%

Table 6. Comparing use of CAM without the camera.

Mobile Web Browser

With the Seattle group we tested the same task by asking
users to fill out a web form using the Opera browser on
the mobile phone. This mobile browser implementation had
several significant usability defects that we will not detail
here. Users averaged 61 seconds per receipt, almost twice
the average time for the CAM variation and four times the
average for the PC browser. Due to this poor performance
and negative user feedback we decided that it would not be
fruitful to test this variation with the Tamil Nadu users.

Other Observations

Motor Skills

Fine motor control was a consistent problem for the Tamil
Nadu users, particularly for the older and less educated.
This problem manifested in several ways. Using the mouse,
when users had positioned the pointer they often changed
their hand position to deliberately press the button, in the
process shifting the mouse out of the intended focus area.
The same effect was observed in the CAM variation — it
was difficult to hold the camera steady while pressing the
joystick button, leading to the image being captured out of
focus. We also noticed users’ hands shaking when using
the mouse or phone. We attributed this to their nervousness
at being tested and in using a device that they considered
prohibitively expensive.

We note the benefits gained by removing actions requiring
extra motor coordination and/or explicit decision points. By
guiding the user through the interaction sequence, accompa-
nied by voice feedback, the task becomes a dialog between
the user and the machine that is natural to execute.

Using the camera was a completely new experience for this
user group. It took them time to understand the correlation
between shifting the camera position and the change in the
scene observed through the viewfinder. Finding the correct
focal distance between the camera and the paper document
was also a problem, even for some Seattle users.

For those users that had extreme difficulty in using the ca-
mera and keeping their hand steady, the BOX variation was



a major improvement. The box fixed the paper document at
the correct distance from the camera, and allowed the user
to keep the phone in a stable location when pressing the
button. After using the box, one of the Tamil Nadu users
exclaimed “The box is GREAT! Now | can use the system
with confidence!”. We believe this increase in confidence led
to improved performance overall.

Phone Buttons

Users had difficulty pressing the buttons on the phone
interface. The small size and physical closeness of the
buttons led to incorrect key presses. Identifying the purpose
of some buttons was also a problem. All test subjects had
previously used a phone or a calculator so they could easily
recognize the 12 keys on the numeric keypad. However,
the six soft keys and the four-way directional joystick were
unintelligible. Users had difficulty looking at the device
screen and correlating a label listed there with a button on
the phone body. In some cases this label conflicted with the
labels printed on other buttons (for example, when the two
soft-keys to the right and left of the joystick were labeled
with ‘OK” and ‘Cancel’, they conflicted with the green and
red keys adjacent). It was confusing for users to decide
which key to press. We reinforced that they needed to be
concerned with only three soft-keys - the joystick button to
take an image, and the OK and Cancel buttons to confirm or
cancel an entry. Eventually some users learned that the OK
key could also be pressed to capture an image, meaning that
they could perform the task using only one soft-key.

Lighting

The system worked best in natural or diffuse lighting conditi-
ons. When the light came from an overhead point source, the
mobile phone cast a shadow that made it difficult to decode
visual codes from the captured image. This could be rectified
by adding a flash. When using the BOX variation at night we
attached a flashlight inside the box to ensure proper lighting
of the document.

Group vs. Individual Use

All of the tests described thus far were conducted in the
NGO field office. This is far from a typical laboratory
setting. Other field staff, SHG members and passers-by
were commonly present. Unrequested guidance, cajoling
and sometimes even intervention were difficult to avoid. In
an earlier experiment we found that users performed signi-
ficantly better when allowed to complete tasks in relative
isolation [16].

Because in this experiment we were interested in the per-
formance of CAM in a realistic application context, we
decided not to control for this variable. In a village it
is impossible that this task could be performed without
significant observation and interference. However, this is a
research question that we plan to address again in the future.

IN SITU TESTING

Following the success of our laboratory study, we decided
to simulate CAM data entry in situ. We traveled with NGO
field staff to five separate SHG meetings. Four out of the

five staff we accompanied were users that had participated in
the laboratory experiment. After the meeting was completed
we measured the time it took to capture the meeting records
using CAM, and the number of errors that were made. We
used either the CODE or BOX variation of CAM, as per the
user’s preference.

All the meetings consisted of between 13 to 21 members,
and took between 6 to 8 minutes to capture using CAM.
Given that the average length of a meeting is between 60 to
90 minutes, this was only a small percentage of the overall
time. Moreover, several of the conventional records and
ledgers could be automatically generated, further shortening
the length of the meeting. One field staff estimated that by
using CAM the average length of an SHG meeting could
be shortened from 90 to 45 minutes. Amazingly, all five
meetings were also recorded without error. Even considering
that the in situ experiments were conducted with some of the
better CAM users, this gave us confidence that the system
was ready for a real deployment.

ACCEPTANCE BY SHG MEMBERS

Testing CAM in situ gave us an opportunity to evaluate
CAM for another important class of user — SHG members.
During the pilot SHG members will not capture their own
transactions, but are secondary users in the documentation
process [16]. Secondary users do not directly interact with
the interface, but it is on their behalf that the task is being
executed. Such intermediated information tasks are common
in the developing world, where access to technology is
limited due to cost and educational constraints. We wanted to
understand the members’ appreciation of CAM interaction,
and whether they would accept this new technology.

First we explained the purpose of the new process, and what
would be the resulting benefits for the group. Then, after the
CAM data collection, we conducted an informal qualitative
interview with the group as a whole. Most aspects of the
interaction were not intelligible to the SHG members as
they could not see the screen or keypad. They repeatedly
mentioned the audible prompts as their only indication about
what was happening. Several members requested that their
names and the amounts of each transaction also be audibly
repeated so that they could confirm the correct data was
entered for each member.

In general, members were confident their data had been
captured correctly due to their familiarity with the field
staff. Still, they were adamant that their individual paper
records (the member passbooks and receipts) be retained in
any future system. Initially, some group members insisted
that the group ledger be retained also. It was only after
we showed them an example of a printed report that they
agreed the paper ledger was no longer necessary. This paper
report was an important artifact from the group perspective
that clarified the operation of the new system. Once they
understood the time they would save in accounting and
documentation, the group was very enthusiastic about the
new system.



All of the groups we visited unanimously voted for imme-
diate introduction of the system. It was not apparent whether
this was because they understood the benefits, or that they
wanted to be associated with some modern technology. It
is likely that a combination of these factors contributed to
their decision. It is equally clear from their insistence that
the individual paper records be retained, and their happiness
with the paper report, that they did not trust or understand
the new technology entirely. They required a local record
that could be referenced independently.

DISCUSSION

In this section we discuss the results of the quantitative
and qualitative evaluation, and whether our implementation
meets the requirements of the tested application.

Efficiency

In microfinance where the cash value of individual transacti-
ons is very small, the only way to be profitable is to serve
many clients efficiently. This is an important measure of
efficiency in the industry. If we can make an interface faster
to use, it would allow each staff to serve more clients. In
our experiment an optimized CAM user interface performed
as efficiently as an equivalent PC interface. In fact, on
average, novice rural users were able to complete the task
using the CAM interface only 44% slower than experienced
technology users on a PC. It is unlikely that any mobile
interface could provide significantly better performance.

Accuracy

Obviously, in an application dealing with financial transac-
tions, accuracy is of the utmost importance. The observed
error rates of 0.6-1.0% were good but not completely sa-
tisfactory. In all the variations conducted after the main
protocol (audio, without camera), and during the in situ
experiments, users did not make a single error (except for
the text-only case that we have already noted). This leads
us to believe in the main protocol some users were either
bored or so concerned with speed that they were not fully
careful. When we asked them to complete the task in a new
circumstance they became more attentive and the error rate
again verged on zero. Still, in the pilot it will be important to
be vigilant about errors and audit the paper records regularly.

Accessibility

NGO field staff are entry-level employees recruited from
rural areas. The lower the bar for this position, the more
potential participants. In this experiment we have only tested
users with a base level of literacy and education. Currently
this level can be assumed for the field staff and SHG
accountants in charge of documentation for SHGs. While
it had taken six months to train staff to prepare financial
statements manually, the same staff learned to use CAM
within four days. By preparing the reports and financial
statements automatically we are well-positioned to deliver
immediate benefits.

We believe that much of the CAM interface is still appro-
priate for the semi-literate demographic. We have already
discussed the SHG members’ reaction to CAM as secondary

users. Eventually we hope that SHGs will purchase their own
phones and avail CAM services directly. But first we must
demonstrate the feasibility and benefits of the system so that
such an investment would be justified. It was a conscious
choice to conduct the initial evaluation with younger, more
educated subjects that will likely be the first adopters of this
technology.

DESIGN GUIDELINES

In this section we discuss three key elements of the CAM
system: paper, voice feedback and mobile phones; and how
each contributes to the design of this application.

Linkage to Paper Processes

Even if groups purchase their own phones, they will still
be shared between members. The paper receipt will be
the only record that is immediately accessible to every
member. Each CAM receipt will contain a persistent link
to the corresponding database record. By reloading the data
from the server, entered values can be confirmed using any
CAM-equipped phone, not just the one belonging to the
group or to a particular staff.

As CAM tasks are triggered by paper documents, the user
does not have to enter a URL, scroll for a link or traverse a
menu to find the application corresponding to a particular
process. This may not be an issue while there are still a
small number of applications, but it will become important
when more paper-linked applications are developed. A URL
is a good example of the power of an accessible, expressive
indexing mechanism for applications and content. For CAM,
we have discussed how either a visual code or a numeric
identifier could be used as this index. For example, a phone
number-like numeric string could be printed on the form that
when entered starts the right interaction sequence.

Voice Feedback

\Voice feedback ended up being more important than even we
imagined. Earlier we found that audio helped functionally
illiterate users interact with a user interface [17]. In this
experiment we found local-language audio helped build a
rapport even with literate users. We often found users (and
ourselves) singing or joking along with common phrases
uttered by the application (“Success! Your transaction has
been recorded.”). While the attitude was jovial at the time,
the deep attachment created with users was a serious success.

This was particularly apparent for secondary users (SHG
members), who otherwise had very little interaction with
the system. Gaining the trust and confidence of SHG mem-
bers will be an important requirement for the long-term
acceptance of the system. When group members asked that
their transaction amounts also be audibly repeated, we were
concerned about the individual members’ privacy. When
we mentioned this, the users only laughed. In the current
structure of a SHG, privacy is a non-issue. The payments and
balances of each member are already known to everyone in
the group and staff. In the future, if we introduce financial
products for individuals, privacy may become more of a
concern.



Mobile Phones

A mobile phone is a much more useful and familiar device
in the rural context than a PC. Its communications facilities
offer an immediate utility to any user. Solid state memory,
extended battery-life and a compact, rugged form factor are
all great design choices for the village environment. From
a Ul perspective, a camera-equipped mobile phone has the
ability to support both voice feedback and linkage with
paper processes. The numeric keypad’s long history makes
it comfortable for billions of users.

However, numeric data entry also constrains the data that is
collected. This can be seen as a benefit. We have observed
that it is difficult to maintain quality in free-form data entry
with this user population, particularly for content in the
local language. Inconsistent spelling and other mistakes are
common. By restricting input to a discrete set of choices,
consistency can be maintained. We have included image
capture and audio recording as two ways to collect free-form
data. This data can be processed further upstream (if at all).

Mobile phones also offer an obvious cost benefit. Most
institutions that have computerized at the SHG-level have
PCs at the field office used for entering data. From a price-
performance perspective, CAM provides a clear advantage.
The current market cost of the mobile phone used in our
experiment is about half that of an entry-level Celeron PC.
By reducing staff trips to the field office, travel costs can also
be reduced, and field staff can spend more time in the field,
allowing them to service more clients. There would also be
less infrastructure required at the field office. Field offices
might not be required at all — commercial banks without
a rural branch infrastructure are already paying agents on a
commission basis to form and manage SHGs. Using CAM
this agent can operate using only a mobile phone and a
printer or fax.

Still, even mobile phones are a large investment in the rural
context, and only time will tell whether they are justified.
We asked 14 staff members whether they would prefer the
CAM documentation system, a PC-based system or the
current paper-based system, considering all of the mitigating
factors (usability, efficiency, travel, cost, etc.). 13 preferred
CAM, one preferred keeping the paper notebooks and none
preferred the PC-based solution.

RELATED WORK

The two main areas of related work are other methods of
electronic data collection in microfinance, and other paper
user interfaces (PUIs). There is no published work in the
intersection of these domains. In fact there is little prior
work evaluating the usability of any interface for the rural
developing world [3,17]. Of these, this is the first description
of a quantitative test conducted in a controlled setting.

Electronic Data Collection in Microfinance

Several microfinance institutions have pilot-tested electronic
data collection using PDAs or handheld computers [7].
Other institutions have implemented low-cost rural ATMs.
Hewlett-Packard has developed a Rural Transaction System

(RTS) for capturing microfinance transactions using a mo-
bile phone and a smart card reader. Three of the main
problems observed with this system were 1) the system was
not flexible for adapting to different business processes, 2)
the time for a meeting was increased by up to an hour, and
3) the system did not work well with organizations’ existing
back-office solutions [9]. Being a programmable system
linked to paper formats, our system is meant to complement
existing processes, not replace them. Some organizations
have issued smartcards to clients as a personal record of
transactions. Paper receipts are a more accessible client
record that can directly be referenced.

Paper User Interfaces

Researchers have commented on the importance of paper in
workplace settings [13, 23], and sought to improve coordi-
nation between paper and digital media [4, 5, 8, 11, 19, 26].
Companies have extended these efforts to develop document
processing systems that recognize structure and text from
scanned paper forms and integrate with back end data
sources [6]. None of these systems have used a mobile phone
as the primary image capture and data entry device, and no-
ne provide a general purpose network-aware programming
toolkit for specifying user interaction.

The Mobile Server Toolkit [25] is a visual-tag based system
that allows mobile devices to access site-specific information
services. The MST transmits individual Ul events to an
application running on a bluetooth-connected server. CAM
handles all user interaction on the phone itself — messages
to the server contain data elements only. CAM can also work
offline and send messages asynchronously using standard
protocols. These features make it more suitable for accessing
remote, disconnected information services.

The Cooltown project [10] uses RFID, barcodes and and

other sensing technologies to retrieve specific HTML docu-

ments. The visual code widget library developed by Rohs [20]
includes a declarative Ul specification that links visual codes

with a rich set of data entry widgets. Neither of these systems

provide a scripted programming environment supporting

voice feedback or sequences of actions.

CONCLUSION

In this paper we have quantitatively and qualitatively evalua-
ted an example application built using the CAM toolkit for
collecting data from rural microfinance groups in India. Our
results show that this design is viable for this application,
and that it is competitive with an equivalent PC-based UI.
We are starting a pilot of this application in rural Tamil
Nadu, India, covering 400 SHGs, 24 staff and over 6000
SHG members. This application eventually has the potential
to impact up to 15 million SHG members in India. If
we include similar groups in other regions, the number of
possible beneficiaries increases to more than 100 million.

Our results demonstrate that given a suitable user interface,
mobile phones can be a viable platform for rural computing
applications. For such applications, a mobile phone has
inherent advantages over a PC in terms of cost, portability



and familiarity to users. We have demonstrated that the CAM
toolkit can be used to develop such an application. Specifi-
cally, we found that tight integration with paper processes,
voice feedback and number-only data entry were successful
for this application. CAM is the first toolkit that supports
these features using a simple scripted programming model
allowing for sequences of actions. Mobile Ul designers
have recognized that sequential execution is best suited
for devices with limited screen space [12]. The success
of the shortcut code in our experiment demonstrates this
advantage.

There are other important applications in the rural develo-
ping world having similar user interface requirements. To
name just two, primary health data collection and multi-
level marketing of retail products both feature decentralized
operation, a similar user demographic and the same depen-
dence on paper processes [3]. We believe that CAM will
be a good choice for automating these and other important
information processes in the rural developing world.
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